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BENCHMARKING-GraphicsWorkstations

.

Bruce Eric Brown and Robert L. Judd*

The Quail Group, Orem, Utah and University of California, Lawrence
Livermore National bborato~, Livermore, California

This paper reports on work being petionned to
benchmark a new breed of machines, the graphics
workrtatwrat for sciennjic and engineerr”ng applications. We
begin with the history of workstations and how rhey
developed. Many different forces created the graphics
workstation. Scientific and engineering culcuiations are
traditiondy performed by super computers in a computing
center. The graphic workstation was introduced, and this
technology war added to the computing environment. The
answers we need are...what can the wwkrtafions & and when
do we remove the programs or parts of programs from
supercomputers ad place themon worksradonr? Benchmarks
and what they can and can not measure are discussed in this
light. The partictdars about graphics benchmarks and the
operating system, including windows, are reviewed, dren the
benchmarks we are using are described and the results are
presented. Since thiswork is never finished, ftiure plans are
also discussed. The emphasis of our work is toward
scientific and engineering workstations connected with
d.rting nwiq%me crnnputers.

Jn the indwtty today we hear the term JA WS (Just
Another Workstation) when a new workstation is introduced.
What &es ths new product do beyond those on the market?
In this paper we present ways to measure and tell the
differences between workstatths.

1. introduction

What is a graphics workstation? Is it a PC, a terminal,
a mini-computer, or a micro? It is these and more. In the
begirmirtg, in about the mid l~S, WC had the IBM 360 and
t!se CDC 6600 with operating systems allowing for batch and

. nmeshming 0ss a large scale. The interactive terminal was
the old Teletype model 33. Graphics systems were available,
but they wcm large and expensive. By the late 1960s we had
introduced the direct views 5torage tube (DVST), otherwise
known as the Tektronix. Graphics became available to more
users. The computer networks were developing and
smaller graphics system (calligraphic) were used. Video

+ images generated on the computer could be shown and
refreshed from disks, and in the operating system world
UNIX began.

h
● hnhots’ cutrerrtatkkuex Bruce Erie Brown.TheQuailGroup,Inc.
561 EastQwailRod Oree Utah 840S7 (801)22S4342 and Robert L.
JUQ Los Amos Nationat Laboratory, C-6 Computer Graphics,
MS-B27Z P.O. Box 1663, Los Alamos, New Mexico 87545
(505)667-7356.

In the early 1970s Texas Instruments introducd
the Silent 700 terminaJ and “dumb’” video or glass terminals
were used. The mini-computer developed a large following
requiring more terminals and more local capabilities.
Toward the late 1970s the XEROX PARC (Palo Alto
Research Center) used the ALTO computer, windows, and
Ethernet. This was a move toward graphics workstations. The
late 1970s also brought “smart” terminals, color graphics
(bit-mapped), “home” computers, stsienqtrwessors, CPM attd
add-on graphics processors. Terminals got smarter and
computers went home. In the 1980s, “intelligent” tetminals
arrived, along with local area networks, the fmt graphics
workstations, anti the IBM PC with MSDOS. UNIX was also
SUppOftCd by AT&T.

The result w- that graphics workstations grew out
of terminals, mini-computers, PCs, data communications,
networks, and research and development advances. Tlsey am
a combination of many developments and they are still
evolving (see Figure 1). We can not give a definitive definition
of a grdphics workstation, but some of its major attributes can
be described. A graphics workstation is micro-computer
based with a disk opcmting system. It has a graphics dispJay
and a data communication interface. That is the rninintum.
More advanced features of graphics workstations include bit
mapped displays, higher resolution (1024+), window
systems with mice, local area networks, and multi-process
and multi-user operating systems. The computing power
also exceeds many of the 1960’s rnaistfiatnes.

Miai-cormpurca
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Figure 1. Influences on Workstations
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2. Be~hmarking

Why Benchmark? The answer is obvious. We need
to compare systems before wc purchase them. Who has not
been burned with “caveat cmptor”? Do we believe the
manufacturer’s claims or do we do our own testing?
hswers are needed before we buy. Today we need to
know what graphics workstations can do and how wc can
distribute our computing needs over them in conjunction
with our existing mainframes. To mcre~e productivity,
some programs should k taken off the mamframe systems
and placed on the workstations-but which ones and when are
the major questions. Benchmarks can help us in our planning,
but what is a benchmark?

From the dictionary we re~d that a benchmark is a
mark~d point of known or assumed elevation. [n Byte
magakine (Feb. 1984) Jerry Houston said “The ideal
benchmark...a carefully planned dcmonsmuion in which the
specif3c application intended for the product is simulated as
closely as possible.”(1) Can each potenaal buyer take the time

. to develop benchmarks before each purchase? The answer is
no. We do not have the luxury of time or resources to do
this. Potential purchasers want an EPA highway and city
estimate of the MPG for the systems they are considering.
A benchmark should be a simulation of use. Short of leasing
the equipm6rtt for an extended period of time, we can not test
the w before we buy.

For graphics workstations, we are concerned
with: graphics, processing power (both floating point and
integer), and the operating system (disks, networks,
languages and windows). The functionality and performance
need to be measured. The benchmarks do not consider the
ergonomics, heaL noise, power requirements or looks. The
usefulness or uaeabiJity that are critical to the productivity
of the system are also not considered.

Benchmarks are available and much has been written
about them (2,3). We have the Whetstones, the tower of
Hanoi, and a set of commercially available benchmarks
for UNIX fhm AIM technology. For the processing power,
pardcuhtriy floating point there am several known benchmarks.
The Livermore Formtn Kernels (4) and the Argonne
LJNPACK results (5) to name just two. These measure the
speed and report the values in FLOPS (floating point
operations per second). The emphasis of floating point
benchmarks has been to rneaaute the speed. Karpinski (6) has
also published an article on the quality or correctness of the
floating point calculations. Another measure of the speed of
the system are the numbers reported by John Swanson of
SASI for his ANSYS fiiite element program. T?tis is not a
benchmark but rather the result of a large number of problems
nm on each difYemnt machine(7). In the next section we look at
what is needed for a graphics benchmark.

3. Graphics

When we discuss graphics, each application has
different needs. Are the plots two-dimensional or
~dimensional? Do we need color? How fast do we need
to tnteract with the images produced? To address these issues
we need to measure several different functions of the
workstation. The fmt is the raw dmwing speed of the system.
When we use calligraphic systems the vector inches per second
am usually teadily available and accurate. For raster systems
the vector inches per second are a little harder to obtain and

are not that meaningful. We need to measure the scan
conversion time of the workwtions in terms of pixels per
second but this has to be used carefully in our evaluation of
systems, since a vector of the same semen length on a 512 x
512 pixel system has one half as many pixel calculations as on
a 1024x 1024 system. To realize the same screen display rate,
the 1024 x 1024 system must draw vectors twice as fast as
the 512 x 512 system.

The second category to be measured is transformation
times, including clipping, rotations (if any), and scaling. The
two-dimensional rotations may or may not be present in

*

the system. At this level we also have several packages of -
callable routines. The native mode of the hadware usually has
a hook here and then libraries such as GKS and PL~10 are *
also available.

Much of the work of modem scientitlc and
engineering calculations uses three-dimensional data-hence
the need for three-dimensional displays. This adda to the
amount of processing tequired to display a pictute. The data
can then be rotattx% scaled, clipped, and projected onto a
two-dimensional screen before being displayed. Libraries of
routines for these functions such as ACM SIGGMPH GSPC
Core or ISSCO’S DISPPLA are available. Hidden surface
removal or hidden line removal must also be taken care of, but
that is currently outside the scope of this work. The
transformations of three-dimensional data * floating point
processing power. Some workstations have special VLSI
processors for these functions (8), while others use
general-purpose hardware. The benchmarks try to measure
the different modes of plotting.

4. 0/S and Windows

When we look ~ workstations, we have complete
computer systems in their own right. The choices seem to be
two: the first is an open system to which any other
manufacturer of products cart run, and the second is a closed
system. A good example of the open system is the SUN
Computer system running UNIX 4.2, Any manufacturer
who uses this operating system cars be added to the network.
A good example of the closed system is Apollo.

Win&ws have become a requirement for some users.
Most serious users have more than onc problem or task
running at the same time. They may have a calculation running
while they prepare data for the next run and work on a pmgreas
report due that day. Windows allow the user to do more than
one task or at least monitor more thars one task at the same
time. Interaction with the systems is usually done with a
mouse although tablets, joy sticks, and touch systems also
work.

5. The Benchmarks

The benchmarks used for evaluadon of graphics
workstations include much of the work of previous
benchmarks. We have started with the Livermore Fortran ..
Kernels for floating point performance and have added the
graphics knchrnarks. The fmt graphics benchmark attempts
to determine the raw drawing speed of the graphics device.
This is done by sending vectors of known length to the device 4
at the lowest level to be plotted. To accomplish this we have
had to develop our own library of graphics functions. This
library consists of open, close, erase, line, move, draw, and
timing functions. Appendix A gives a listing of one of these
libraries for the SUN computer. The second benchmark

-2-
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us@s*‘ - space fiuing curvealgorithm (9] to plot
w@kmmm@ vectors. TM third beachmark attempts to

Li’mitwt!ie @nhcaa@m#mccsSorwoaM* W* *
- ~ #ot@s@t4=’slsitstta$ data.

llwlast ~hmarkplots a’’standa&~mb-wuti
kc dimuwma,

Tbo fmt graphics benchmark tries to calculate the
Spcc!dof tbo scan convwsion for Wctms in two dimc23sio43a.

. Th?w ‘loops ate Its@. * fm **S lfK)O(default) 14244g
* vcotom.~Ak243 Qcctos. is d8fincd to be2beminim14n30f tha

5sct@en.siza in and Y. Next it draws the saztw number of
sitOmvoutma. Sliorthere is&ftitmbs V2@ls ofalmg

s+
vm. ThE ‘f* loop calls a dummy routine * same
nwnbdrbf~ ad wecatl subtract thesystettt overhead of
*’ MWtion calls. Ttlc Vecmrs we ‘atso plotted at Vazious
anglss,!fm Q to90d@~at Sdegmuimxcmwnts (see
Figurd2).’ll3is is to #tm$t&w if ‘!hssc m my angular
de@irMM for tlw * Comwtsion #@dun. I&king St h
madtapmschtiba kitiwe’cana iaowtltsifi~of tho
hardware archim+ursx 130riaontal vectors can be plotted
fastcrthanno43-hmzomal v@tors.

●

Figure 2. First Bu4cti oulput.

’21w results ofthcbcnchmark arcprintcdoutand
Sbow6!bdow.

*A* Lenq-loz4, $hert-$1, DLUUY VPS L VPS S

o

5
10

15
20
25
30
35

40

4s

so
# 55

60

6S
10

1s

80

85

,* 90

.

6.050

6.633

7.033

7.100

,7.700

@.133

S.033

s.a33

S.783

S.733

S.567

8.767

6.700

8.617

S.300

S.233
7.9s0
1.767

7.067

S.617 0.050 165.2

6.0S0 0.033 150.7

6.100 0.033 142.1

6.093 0.050 1$0.8

6.003 0.033 129.8

6.117 O.OSO :22.9

6.133 0.033 i24.4

6.150 0.O33 113.2

6.16-I 0.0s0 113.s

6.183 0.017 114.5

6.L67 0.017 116.7
6.150 0.017 114.1

6.217 0.011 114.9

6.150 0.033 116.0

6.150 0.i3A7 120.5

6.150 0.O17 121.4

6.133 0.017 175.8

6.167 0.017 : ‘.7
S.Too 0.033 1! .5

Avawe 12 .7

178.0

165.3

lb3.9

164.3

164.4

163.4

163.0

162.6
162.1

161.7

162.1
162.6

160.S
162.6

162.6

162.6

163.0

162.1

175.4

164.3

Pin91s/s*c

2245384.6

166*000.o

1042500.0

9S7049.2

601s5S.7

482479.3

512105.3

36260S.7

371847.1

381568.6

405416.7
371847.1

391812.1

394459.5

452558.1
461040.0

535596.3

60S125.0
711951.2

682326.6

700,000 pixels per second The ratio of the short to long
vcctorplot times isnowherc near ths twenty -to-otte tatioof
thcirlen@s60thc_ofsu34pfi3ravc ctais~

The sccoad bmchnqrk isnamd Siq@awkL.This
W*--:? c- f- a f@YdqmG@-fiuiag
w’vcs@6S3Fi&lst=3).’116c aig67ritk4m takmtoitmliwtim willfill
a two-dimasiond ~ This bchmatk wasc4tiXtlbmauac
it generates a large numbar of vectors a34dtltey ~
progressively shorter. Many engkwering a2tdschdfsc plots as
the comple2L3tymcmascs thcvectorkngth becomeashomesao
tiisiswa~timof~~ofp~~fm
performing thcscalgorithms amalsoshown intabldf~

SIt RP

uratir

Oracc

oroar

oraer

Graar

arwrr

J:dc:

O:oer

-- GRAPHICS OFF

1 -- SIM 0.02 -- VQC -

,? -- se,: - 0.02 -- V*C =

3 -- sec - 0.02 -- V*C =

4 -- sac - 0.08 ‘- V8C =

5 -- wac - 0.35 -- Vec -

6 ‘- !.UC - 1.40 -- Vec -

-- hec - 5.63 -- vec -

8 -- sec - 22.65 -- -C -

16 -- Vulsec -

80 -- V9CISU -

336 -- vcct9*c -

1360 -- vu 1 Soc -

5456 -- Voc/soo -

21840 -- Voc/ sac -

87376 -- vcc/ Sec -

349520 -- Vcd 1*C -

960

4600

20160

16320

15586
15600

1s510

1s431

SIERP ‘- GAAPHICS ON

oral. r 1 -- S*C - 0.12 -- V*C - 16 -- Vcc/aoc - 137
Or*r 7 -,-S*C - 0.46 -- Vec - 00 -- VO0480C - 16S
Or*r 3 -- see - i.97 -- Vee . 33s -- WU16U - 170
orudr 4 -- see - 7.s2 --vgc . 1340 -- */coc - 1?3
ar~r 5 -- -See = 31.03 -- v-c - 54S6 -- vodnc - 17s

Figure 3. Siapin@ @er 1, Z sttd 3.

Tk naozm Oftbtsprogramis toshutitaelfoff aftcrtbc
first c43rvcoforder z#takea morctha42twcnty accmds. m

a&odrmvsshort@r vectoraas ihaorderkma$aa.
mmtbmagetwmtcdherc in voct42sapcr6aco33davaagc

M4, which matchaa the avamge fff short vcctosa rcprtcd by
our fmt benchmark.

The third graphics benchmark is related to the
Livcn’430mFortran KU’IldS. 126 thiS w + tk @cu&tioAs
~
Codmatcs
clipping and perspective. To sc Sll Oftlsiatbc
transformation of rotati4m a
translation in X,Y, and Z s@@ qf the ~ a24dthe
=m~ti~~ti~ -Ittt p#fotrt@ with a 4x4

a

on (8). Tfwch@iItg isdoncwith IFtcata
Sndrhcntbc WXY W@uwtaaarc dctermindwitb
thcdiviaionbythe+ dzwodmate Thcalgmithmisshowm
baioww3ittsninc
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I.’wm% mfs@ uzffx364e sod &wf4 “1

if(x>w)x.q

St6sif(x<-w )x.-w,

if(y>w)y=w:

ebsif(y<-w)y .-~

if(z>w)z-w,

afseif(z<-w) z--w;

I* pmpsuivs divisimm ●I

X.xiq

Y-Yin
)

Rcs@s am again Print2doutaadshownbelowfor
the suN2/lm whhottt the floadng point proces*. The t@st
w2s2untes4&nsa toobtai6ttheWerage.

tiM - 4.140

Ciln - 4.540
cl.100- 4.600
Cimc - 4.340
Cime - 4.200

Cims - 4.380

ci8e - 4.900

Cilm - 4.420

Lime - 4.200

C2.SW- 4.240

A-r48n

210.970 trans. -r sec. .

220.264 trans. mr sec. -

217.391 trans. pur sec. -

230.415 Crans. per sec. -

238.095 r.rwr$. p$tr SCC.

226.311 cr.ms. per sec. .

204. oa2 crams. p.r sec. -

226.244 trans. p.r sec. .

23a.095 trans. pwr sac. -

23s.a49 trans. p.r S*C. -

224 trans. per s9c.

6.962 KFLOPS

7.269 KFLOPS

~. 1“/4 KFWPS

t .604 KFLOPS
~.B>7 KF~ps

7.534 KFLOPS

6. 73S KFlOPS

7.466 KFWPS

1.a57 KFLOPS

7 .7a3 wines

7.46 KFLOPS

The space shuttle plot shown in Figure 4 is our
standard three-dimensional plot. We first take the
thme-dift2m2sional @ma a$ tmnsfonn it to two
dimmsi4nts ad

il%l
twodsmmionai display list is

yisdummymutinc is calk!dtopbtthe
&pm-#Lrercpmtedht aldcfomx

1104 vectors tsavinqa total length of 3a316 [pixeisl.

Avecsqs vsctor loiwch - 34. MX - 361. mifi- 1

30 t- - 15.050 1-s. 73.4 v6cs/sec or 2545.3 pixels/ssc

20 elme = 6.300 S8CS, L75.2 vecslsec or 60al.9 pixolslec

201cims - 0.S00 sees, 220a. O vocs/8ee or 54046.0 pix@ls/$ec

Figure4. spaceShftltle- standa2dFictum

andwcfdtlws the ll&+w@d*
9+54xonds totmmi2umands.ts@twndsu3
the twwwcmad plgiktiiiis 6.3 sesmds,ao-am
within arcasonabb- mngc.

The results presented are a function of being able to
measum atmmtteiythetimittakestopaf omeacitopmdon.
Meat systems have timin functions available and w
req4airemotstsm that * L backs benmlongctmugh
tha@mcmorsitttimittgaresmalLAgreat
docsitmean?Wcfune ~

~ bm w~

to A W Marnu~pmduc@. 041%% =d~
At13tMl@4Cti1044S runnim$ around in @# I@tgmiwdwhi$h
can inmrf6tc wi,thour ruas if the timing Youtm8sdOtMttakc
them if3to acqwnt. Beklw are ShOW61tWOSUtSOf _
gcne2'Awdon thusUNoneafier an@hcr. Aaemptswu'etnatae
to delete svury possible confliitiog daemon, but yet b
numbem diffm. Fortuna@y, t& averages are pretty good.
llw accuram timing of funs shmdd be tho subject of mother
w=’

Loop Numcec i Ot

Anqle Lonq-L024,

o 6.717

> 6.633

10 7.050

15 1.o67

20 -1.6a3

25 8.133

30 8.~17

35 8.$317

40 8. 167

45 8.717

50 8.600

55 8.750

60 t3.717

6S a .650

70 a.300
7s 8.217

so 1,950

S5 7.75(J

90 7.050

Loop Numbar i cf
Anqlo Lonq-1024.

o 6.050

5 6.633

Lo 7.033

15 7.100

20 7.?00

2> 8.133

30 0.033

35 S.833

40 a.7a3

45 0,733

so a.567

55 8.767

60 8.700

65 a.617
10 a.300
15 S.233

ao 7.950

85 7.767

90 7.067

2 Number of Vectors - 1000 Length - 1024

Shore-51. Dummy VPS L VPS S Plxdsisec

5.617 0.017 14a.9 178.0 aa454s.5

6.033 0.017 iSO.7 16S.7 162166S.7

6.13 0.033 141.0 163.0 1061454.5

6.067 0.017 141.S 164.a 973000.0

6.i33 G.017 130.1 163.0 627741.9

6.133 0.017 122.9 163.0 4a6500.o

6.11? 0.017 123.2 163.5 486s00.0

6.167 0.033 113.4 162.1 367169.a

6.167 0.017 114.1 162.1 37423a.a
6.150 0.033 114.7 162.6 379090.9

6.16”? 0.017 i16.3 162.1 399063.0

6.1a3 0.033 114.3 16$.7 379090.9

6.200 0.050 114.7 161.2 3a6622.5

6.133 0.033 115.6 163.0 3a6622.5

6.1S0 0,050 120.4 162.6 4S2SS0.1

6.117 0.033 121.7 163.5 463333.3

6.150 0.033 125.a 162.6 540SSS.6

6.150 0.0S0 129.0 162.6 600125.0

5.JOO 0.033 141.8 175.4 720740.7

Awe rage 126.4 164.3 61049S.4

2 NumMr of Wceors - 1000 Lenqch = 1024

Share-51, DUMIEY VPS L VPS S Pixels/see

5.617 il.050 165.2 17a.O 22453a4.6

6.050 0.033 150.7 165.3 166aOO0.0

6.100 0.033 142.1 163.9 1042500.0

6.0S3 0.050 140.a 164.3 9S7049.2

6.0a3 0.033 129.a. 164.4 6ola55.7

6.117 0.0S0 122.9 163.4 462479.3

6.133 0.033 124.4 163.0 51210S.3

6.1S0 0.033 113.2 162.6 362600.7

6.167 0.0S0 113.8 162.1 371847.1

6.la3 0.017 114.5 161.7 3alS6a.6

6.167 0.017 116.7 162.1 405416.7

6.150 0.017 114.1 162.6 371a47.1

6.217 0.O17 114.9 160.a 391012.1

6.150 0.033 116.0 162.6 394459.s

6.150 0.017 120.5 162.6 4525sa.1

6.1S0 0.017 121.4 162.6 467040.0

6.133 0.017 12S.a 163.0 53SS96.3

6.167 0.017 12a.7 162.1 6oa12s.o

5.700 0.033 141.5 175.4 7119S1.2

Aver&q, 127.2 164.3 6S2326.6

‘Reds am also given * .tha SUN systBm Usi33g
the windows. We have the tiwtherluxury of being able to
lockthcsc~ fo? any otkr UpdS@S Whik W P&Mar

.

.

●
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data. This Significantly improves the pcrforms33c .
sk2pi23skialgolithmwasalsorun USi23gthedifferent;bTg
mgc$ availabk. T& results am ShOW23below. ThCSC
sampk executions were run on a SUFW1OO under their
window system.

Slerpinski

ordar 1 -

or-r 2 -
,

ord.r 3 -
$

or~r 4 -

orrbr 5 -

P
Sierpinski

. ordor 1 -

or-r 2 -

or-r 3 -
ordar 4 -
or-r S -

Sioroinshi

with LIM standard SUNCORE P1OCC inq p~ckdqe.

s- - 0.12 - Vec - 16 -- Vectsec -
S*C - 0.4B - Vec - So -- -vet/ S*C -
5* - 1.97 - vec - 336 -- vOc/S*C -
SK - 7.#2 - V.C - :360 -- vmc/soc -
s- - 31.03 - Vec = 5456 -- we/ S*C -

with th SUN CCI pioctinq ~ckaqe.

S9C - 0.08 - vec - I h -- vc.c/. ec =

S9C - 0.37 - Vec = no -- vw/ Sec -

am - 1.5s - V*C - 336 -- vu ISoc -
*OC - 6.02 - V@C - 1360 -- -Vet/Sec -

soc - 23.60 - V*C - >450 -- -Vet I sac -

with cho fast absuluco piottinq pacKaqO

sun Windous

Ord.rl-s*- 0.02 - V*C . 16 -- v*/*c -

order 2 - s.c - 0.03 - V= - 60 -- vu) sue -

ordor J - 5.C. O. 17-WC. 936 -- vOc/ Soc -

ord8r4- sac- O.5S-vac - 1360 -- Vuu:ec -

0r&~5-soc-2.0S-v9c- 5456 -- V,CIS9C .

ordar 6 - MC - 7.23 - vec - 21840 -- V@cl S*C -

-ardor 7 - sac - 25.53 - wc - 87376 -- Vut$u -

137

165

170

173

175

192

210

216

226

231

with

960

2400

2016

2331
2G61

3019

3422

6. summaryof Resuhs

Tbc resultsof these benchmarks plus the LLNL
Foman Kcrnclaafc_ti A@x B. ‘fhctabksfiit
SWtttlWb ti $y’StCttt8~tCd by ~hg thC k’dW~
~. b clti spcct% the presence of floating point

~tlwsixcofmemory.disk

=!!!+z%b%%%%y%%s$ ~~~
Kernels and LIJUPACK when available along with our
&mchmwknuntberh lltc Mt*-*mulud
ourfmtbmcbmarkin~dff~~. Thcfirstisthc
lowcstkvcl gmphics, the-~ is~$- ~li-
graphks and the third set is the windowed graphics. The
n~m~b repormd arc tlw short and long vector pixels per.

Tbc Sii curve was used to test thasc systems~
sinceitsvcctora=~ivelym anditgsneratcaa
las’gcnumbad-mwgp-x-~
vectors per second for the tltrac casas of gxaphics routine.

. &$ctibd ~Ve. ~ kst tabk &Mik tk $- shllttl~ OW
smndsrd ~ again with the three sets of graphics numbcm

We have dcvclopml four bcnchmsrkathath well 0
VCCtOS lots rcquircdby ci@ccring ad scidtic m As the

‘ui”OfT
evolves wcwillinclud et bc~zma

standard pot for color and continuous-tone images 2&ng
polygons. We also expect to test and w - sttrf~
removal algorithms and hardware. The work of baschmatkiag
will never & f*cd.
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A-A -,Listingof G’h@ic Fynctiwts Li@ary

/ .------------------- =--==----= ----=-
{*
/* Stsndard Core qraphics library for Si.rrCore

/=

/* This work was produced unaer the sponsorship if the

/* the U.S. Deparcmanc of Enerqy

I.
/9 IC) copyright 1985 by the Regents O? cne Jnivarslty

I. of California. Ail rights reserves

I*

I* WQ9J_d by SOb Juad for LLNL bxnchmxrk WOKII
/- version la: 15 My 19S5

/●------------------------ =----=-----
Iincludx <~ys~types. h>

#inCkI* <sysjcl~s. h>

Iincludx <Scdia.h>
#includa asercore. h>

char suffix [21 - ‘b-;

he bwlddo ;
iac pixwindd I);
struct vwsur f rawsur face - DEFAULT-VUSURF {bWlrkOh ;

struct vwsurf windowsurface - DEFAULT.VWSURF (pixwinddl;

sc~uar pixwin ‘pw

struct rocr *rz

tcruct vwurf *surfacx;

Strucc ta* Starr;

clam-t brim;

Struct cm Szop:

t in-c Stimer

I* INITIALIZE GRAP141CS -I

inc q%.qy;

qoporrlt

(
struet vusurf ‘qec-surface [);

surfaca - q9t-svrfaca L]i

1:( inicitiia-core (W IC,NOIMPUT.Wl ) exiL [1);
if (initialize-vixw_surf ace (sur f ace, FALSE) ) 0xiti2i;

if( Sdxct-viesr-sur face ( surfacx, FALSE I ) exit 13);

sac-viauPOrt-2 [0.01 .0.99,0.01,0. ?41;

set-window{O..1023.,O’.,1023.};

Craato-cxqxsrary-sxqmnr. t1;

sot-rascerop {SORilAL) ;

qx - 1024Z
9Y - 168;

1

/* CL OSlt CR APiit C Sand& MD SE SSIOM

gcloxe ( )

{

closo-cxmporary -seqmiinc I ) ;

S1XXP(2) ;

dasalti_v**w-surf ace [surface);

teralnate-vixx-sur faco (zurf ace);

tOrminacO_cOr. ( ) ;

}

qsize lx. y)

inr. ●X. ●y;

(

*x-gx;

“Y-9Y;

t

qerasa [ )

{

n*w_txan t );

)

qlino(lascx, lasty, x, y]

inr, lassx, lascy. x, y;

(

amIa-sbs-2 ( Idoublo) lZSCX, (double} lastyl ;

lit10_sbs_2 ( (-!lblOl X , [deubla) y ) j

)

qmwe (ustx, idsr.yl

:nc Lastx,lmtyr

i

m0ve_ams_2 I(double)Lascx, (double)lascy);

)
qaraw(x, y]

lnc X,Y;

(
line_abs-2 ((douoie)x ,{dounle)y j;

}
scrucr. vwsurf ‘qet_surfaca ()

t

if [qoccnv(“wINDow-ws*)):

return (6wind0wsuxface);
eLse

return {&rawsurtacQ);

}
jiock(l

(

)

quniock 1)
I
t

/- Function co scare an kntorval timer in 1/60 sac ticks
qscart-cimero

(

ecima=tiaes (6starcl ;

btl.W. sCar?, .Cmx-ucimx ● scare. cms-scimx
+scarc . cms_cucimx ● sr.arc. cme-cstime;

t
{* Function co stop ● n interval timer in 1/S0 sec ticks

/= rocurn numbxr of ticks ● s int~er

qscop-cimsc ( ) :.

(

inc ticks;

scimx-cimes{tscop) ;

scime-scOp.cms_utime . stop .tms-scima

.Stop. mls-. cutima + stop. tms-cscime;

Cicks-sc ime-bcime;

return (ticksl;

i

. . .
.
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Appendix B - Tables of Results

Table 1. Systems

System Description Proc. FP/vec

Vec
VW
FPA
none
32081
PEB
PEB
>ky
80287
none

MHz

111
83

10

10

10
10
6

10

RAM MB

64
8
4
2
3
1.5
3
~

.64
‘2

Disk MB

160000
1000O

456
154
80
70

0/s

LTSS
LTSS
VMS
Domain

Unix 4.2
Domain
Domain
Umx 4.2
Dos
Unix 4.2
00s

SAS1

120
88

1.0
0.6

0.3
0.3

LAN

tray XMF 48
Ctay 1s

a VAX 1li780
Apollo dn 660
Tektronix 6130
&#lol10dn 320

?
Apollo dss 550
SUN 2+
IBM PC/AT
SUN 2
IBM PC

Crily
clay
VAX
A@lo
3~o16

68010
68010
68010
80286
68010

TMDS
TMDS

NSC
NSC
Ethernet
APOI]O Ring
Ethernet
A@lo Ring
Apollo Ring
Etlwnet
EthemeI
Erlwnet
Ethernet

1
1

2
2

3

4

Apollo
Tektronix
Apollo
A@lo
Sun
PGB
Sun
CIGDA

70
33

8086 4.77 .64 10

L[NPACK

KFLOPS

21OOO

12000
130

69

28
47
~~

9

6

6

Table 2. Processing Speeds

LLNL Forum Kernels in KFLOPS
System Descnpdon Low High Ave

Bencbmsrk 3
KTPS KFLOPSHarm

9283
7485

lt2
102
45
36
32
25
1~

11
~

cmy XMP 48 2615 162193 47603 452 14905
361 11913clay Is 2283 95294 28437

V& 1V780
Apolto dn 660
Tektronix 6130
Apollo dn 320
Apollo dn 550
SUN 2+
IBM PCYAT
SUN 2
tBM PC

42
45
28
12
11
12

3
7
0.8

359 148
225 116

91 49
81 44
76 40
53 18
~~ 14
22 12
42

1.5 49

0.76 25

0.74 24
0.67 22
0.24 7.8

Table 3. Benchmark 1

Lowest Level Graphics Librmy Grdphics

VPS L VPS s

4600 18602
3468 14735

Window Gmphics
VPS L VPS sSystem Desaipdon

Cmy XMP 48
Cmy 1s
VAX 11/780

Apolb dn 660
Tektronix 6130
A@b dn 320
Apollo dn 550
SUN 2+
IBM PC/AT
SUN 2
tBM PC

VPS L VPS s

2334 ~73~1

1916 22854

.
.

161 207

141 245

100 216

125 149

530 2047

218 830
P

.

&
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Table 4. Benchmark 2, The Siwpinski Cutvcs

Library Graphics whidOWGraphics
VPS vi%

20187
16039

Lowest level
VPSSyslun Dcscriprion VPS Noms

Crxy XMP 48
Cfay1s
VAX 11/780
Apollo do 660
Tekirr@x 6130
Apdb tin320
Apdbdo 550
SUN 2+
IBM PUAT
SUN 2
IBM PC

174485
132616

59122
46103

11900 4164)

1633
1s80

~3fj 154
481
250 177
145

8010
6390

16st2
15612
1528s
5587

?890
3800
3002”

1542
1015
537

.:

.
Table 5. The Space Shuttle, standard plot.

W*W Gfsp&j

2D KFS 3DKPS *
bwst Lmel Gtaphics
2D KPS 30 KR3

670 561
550 464

SystunDaaipdM

cmyxMP4a
Gay 1s
VAX111780
Apdlodn660
Tehmtkx 6130
Apollo da 320
ApJlo & 550
SUN 2+
lBM PUAT
SUN 2
IBM K!

30 UfS

379
307

5.7

2.7

422
342

lo.& 6.9

6.2 2.8

8.0

5.9

5.6 4.5

6.0 2.1

Notca

L’fhcopsmitt systcmis the Liw?rmorc Ttihting
Systergs(L’IS$)andthcgtqMcs is@ TekvisionMonitor
Dis~x9 SYstens (Th@S) with 2S6 channels of
51~i2xi bit f~e bffer. The LAN is the
hyper4sssm81 &oat Nsc

.,

3. Professional Graphics Board (PGB) with the Halo
- ii-.

.

.
.4. Coior/Gra@icsDis@ay Adapter((XiDA) with theHdo

- ~-.

4
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